Abstract

This paper deals with the sustainability of the US current account using fractional integration. We examine nominal and real exports and imports and their corresponding values deflated by GNP. The results show that only the variables deflated by GNP may contain unit roots, while nominal and real exports and imports are integrated of order $d$ with $d > 1$. In addition, the differences between export and imports are also nonstationary. The possibility of structural breaks is also considered.
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1. Introduction

The US current account deficit has received increasing attention from economists in recent years (see, for example, Bernanke, 2005). In the fourth quarter of 2005, the current account deficit soared to a record $900 billion, corresponding to 7% of GNP. The persistence of large current account deficits raises the issue of whether these deficits are sustainable, i.e., whether the country’s intertemporal budget constraint is violated. Short-run or temporary current account deficits are not “bad” as they reflect reallocation of capital to the country where capital is more productive. However, long-run or persistent deficits can have serious effects as they...
might impose excessive burden on future generations, as the accumulation of large external debt could imply increasing interest payments and lower standards of living. Empirically, the stationarity of the current account has been tested by many authors, most of them rejecting this hypothesis with traditional unit-root tests (e.g., Trehan and Walsh, 1991; Gundlach and Sinn, 1992; Otto, 1992; Wickens and Uctum, 1993; Liu and Tanner, 1996; Wu, 2000; Lau et al., 2006). Evidence of nonstationarity is obtained in Glick and Rogoff (1995) and Bergin (2001). On the other hand, stationarity in the current account series is suggested by Bergin and Sheffrin (2000). Another approach to examine the stationarity of current accounts is based on cointegration between exports and imports, testing the restriction that the cointegrating vector is \((1,−1)\), as in Husted (1992), Fountas and Wu (1999), and Arize (2002). This approach focuses on the long-run relationship between exports and imports and imposes that both individual variables are integrated of order 1. As in the previous case, these studies have yielded conflicting evidence depending on the economies, the sample period, and the testing procedures considered. While some studies, such as Husted (1992) or Arize (2002), show that there is a long-run relationship between imports and exports for the US case, implying that trade deficits are sustainable, other studies, such as Fountas and Wu (1999), show that the hypothesis of no long-run relationship cannot be rejected, concluding that the US trade deficits are not sustainable.

In this article, we re-examine the external sustainability issue using an approach based on fractional integration for the US current account. We examine the orders of integration of exports and imports in the US economy by means of various procedures for testing order of integration \((I(d))\) statistical models. Moreover, we also examine the difference between exports and imports from a fractional viewpoint; that is, we test the order of integration in a cointegrating relationship based on the assumption that the cointegrating vector is \((1,−1)\). If the order of integration of the differenced series is smaller than the values obtained for the individual series, there is a long-run equilibrium relationship between exports and imports and the deficit is sustainable.

The outline of the paper is as follows. In Section 2 we provide a brief motivation for the use of time series models to analyze external sustainability. Section 3 briefly presents the testing procedures. Section 4 reports the empirical results using quarterly data on imports and exports in the US for the time period 1960:Q1–2006:Q3. In Section 5 we examine the possibility of structural breaks, while Section 6 contains concluding comments.

2. External Sustainability Model

Following Husted (1992), the current budget constraint can be expressed as:

\[
C_o = Y_o + B_o - I_o(1 + r_o)B_{-1},
\]

\(1\)
where $C_t$ is current consumption, $Y_t$ is output, $I_t$ is investment, $r_t$ is the one period world interest rate, $B_t$ is international borrowing (which could be positive or negative), and $(1 + r_t)B_{-1}$ is the historically given initial debt of the representative agent, corresponding to the country’s external debt.

In order to obtain the intertemporal budget constraint, we iterate equation (1) forward, obtaining:

$$B_n = \sum_{n=0}^{\infty} \mu T_{n+1} + \lim_{n \to \infty} \mu T_{n+1},$$

(2)

where $T_{n+1} = X_t - M_t = Y_t - C_t - I_t$ is the trade balance for period $t$ and $X_t$ and $M_t$ are respectively exports and imports for period $t$. Defining $\lambda_n = 1/(1 + r_t)$, $\mu$ is the discount factor, defined as the product of the first $t$ values of $\lambda$. Equation (2) states that the amount a country borrows (or lends) in international capital markets must equal the present value of future trade surpluses given that the limit in (2) should equal zero. If that limit is strictly negative, the economy’s expenditure exceeds the present value of its output by an amount that never converges to zero; that is, the economy is bubble financing its expenditures. The opposite situation, where the limit is strictly positive, can also be ruled out since lending less increases the amount of resources available for domestic consumption at no additional cost.

In order to derive a testable empirical model, we need to rewrite (1). Assuming that the world interest rate is stationary with unconditional mean $r$, we can write:

$$Z_t + (1 + r)B_{t-1} = X_t + B_t,$$

(3)

where $Z_t = M_t + (r_t - r)B_{t-1}$, and solving (3) we obtain:

$$M_t + rB_{t-1} = X_t + \sum_{j=0}^{\infty} \lambda^{j+1} [\Delta X_t + \Delta Z_t] + \lim_{j \to \infty} \lambda^{j+1} B_{t-1},$$

(4)

where $\lambda = 1/(1 + r)$ and $\Delta = (1 - L)$ is the first difference operator. The left-hand side of (4) represents spending on imports and interest payments on net foreign debt.

We assume that $X$ and $Z$ are both nonstationary I(1) processes:

$$X_t = \alpha_x + X_{t-1} + \xi_t,$$

(5)

$$Z_t = \alpha_z + Z_{t-1} + \xi_t,$$

(6)

where $\alpha_x, \alpha_z$ are drift parameters and the $(\xi_t)_{t \geq 0}$ are stationary I(0) processes, defined as processes with positive and finite spectral density functions. In this case, (4) can be expressed as:

$$X_t = \alpha + MM_t - \lim_{j \to \infty} \lambda^{j+1} B_{t-1} + \xi_t,$$

(7)
where \( MM_t = M_t + rB_{t+1} \), \( \alpha = [(1+r)^2/r](\alpha_t - \alpha_t) \), and \( \varepsilon_t = \sum_{j=0}^{\infty}A^j(e_{t+j} - e_{t+j}) \).

Then, if the limit term in the above expression equals zero, (7) can be transformed into a standard regression equation:

\[
X_t = a + bMM_t + e_t ,
\]

and we should expect \( b=1 \), and \{ \varepsilon_t \} stationary I(0).

Note that straightforward algebra leads to the equation \( \varepsilon_t = \lambda e_{t+j} + \bar{\lambda}^j(e_{t+j} - e_{t+j}) \), which may be expressed in terms of an first-order autoregressive (AR(1)) process. If these conditions hold, it means that the balance of the current account, on average, equals zero, and hence that the current account is sustainable. If \( b<1 \) while the residuals remain stationary, we can conclude that \( X_t \) and \( MM_t \) share an equilibrium, though it will not satisfy the intertemporal budget constraint since it implies a continuously deteriorating current account balance. Lastly, if stationarity cannot be confirmed, we conclude that \( X_t \) and \( MM_t \) are not cointegrated, which means that the variables do not converge towards a long-term equilibrium and, therefore, that sustainability does not hold.

The reason for making the distinction between these two unsustainable cases, i.e., cointegration with \( b<1 \) and no cointegration, is simply because they portray different degrees of unsustainability. Remember that \( b=1 \) is a relatively strong condition for sustainability.

There exist a number of cointegration tests (e.g., Engle and Granger, 1987; Johansen, 1991), which are all well documented in the literature. However, all these methods are based on what may be called “classical” cointegration in the sense that they assume (or test in an “a priori” step) that the individual series are I(1), while the equilibrium errors must be I(0) stationary. In this article we extend that approach and consider fractional orders of integration in the individual and in the differenced series.

Given an I(0) process \{ \( u_t \), \( t=0, \pm 1, \ldots \) \}, we say that \{ \( x_t \), \( t=0, \pm 1, \ldots \) \} is I(\( d \)) if:

\[
(1-L)^d x_t = u_t , \ t = 1, 2, \ldots ,
\]

where the polynomial on the left-hand side above can be expressed in terms of its binomial expansion such that, for all real \( d \):

\[
(1-L)^d = \sum_{j=0}^{\infty} \binom{d}{j} (-1)^j L^j = 1 - dL + \frac{d(d-1)}{2} L^2 - \ldots .
\]

If \( d > 0 \), \( x_t \) is said to have long memory because of the strong association between observations widely separated in time. The fractional differencing parameter \( d \) plays a crucial role from both theoretical and empirical viewpoints. If \( d < 0.5 \), \( x_t \) is covariance stationary and mean-reverting, with the effect of the shocks dying away in the long run. If \( d \in [0.5, 1) \), \( x_t \) is no longer covariance stationary but is still mean-reverting, while \( d \geq 1 \) implies nonstationarity and non-mean-reversion. Thus,
the fractional differencing parameter $d$ plays a crucial role for our understanding of the economy and economic planning. In particular, a variable having a unit root supports the view that any shock to the economic system will have a permanent effect, so a policy action will be required to bring the variable back to its original long-term projection. On the other hand, if $d<1$, fluctuations will be transitory and, therefore, there is less need for policy action, since the series will in any case return to its trend sometime in the future.

3. The Testing Procedures

Most commonly-used unit-root tests (e.g., Dickey and Fuller, 1979; Phillips and Perron, 1988) have been developed in AR alternatives of the form:

$$(1 - \rho L)x_t = u_t,$$  \hfill (10)

where the unit-root null corresponds to:

$H_0 : \rho = 1.$ \hfill (11)

Conspicuous features of these methods for testing unit roots are the non-standard nature of the null asymptotic distributions which are involved and the absence of Pitman efficiency. This is associated with the radically variable long-run properties of AR processes around the unit root. Under (10), $x_t$ is explosive for $|\rho| > 1$, covariance stationary for $|\rho| < 1$, and nonstationary but non-explosive for $\rho = 1$. In view of these abrupt changes, the fractional processes have become rival alternatives to the AR model when testing unit roots.

There exist many approaches when estimating and testing the fractional differencing parameter $d$ (see, e.g., Fox and Taqqu, 1986; Sowell, 1992). In this article we use both parametric and semiparametric methods.

3.1 A Parametric Testing Procedure

Robinson (1994) proposes a Lagrange multiplier (LM) test of the null hypothesis:

$H_0 : d = d_0,$ \hfill (12)

for any real value $d_0$ in a model given by (9) and where the $x_t$ can be the errors in a regression model:

$$y_t = \beta' z_t + \epsilon_t,$$ \hfill (13)

where $\beta = (\beta_1, \ldots, \beta_k)'$ is a $k \times 1$ vector of unknown parameters and $z_t$ is a $k \times 1$ vector of deterministic regressors that may include, for example, an intercept (e.g.,
Fractional and AR departures from (11) and (14) have very different long-run implications. In (9), \( x_t \) is nonstationary but non-explosive for all \( d \geq 0.5 \). As \( d \) increases beyond 0.5 and through 1, \( x_t \) can be viewed as becoming “more nonstationary” (in the sense, for example, that the variance of partial sums increases in magnitude), but it does so gradually, unlike in the cases of (10) around (11). The functional form of the test statistic (denoted \( \hat{r} \)) can be found in Robinson (1994). He showed that under certain regularity conditions:

\[
\hat{r} \rightarrow_d N(0,1) \quad \text{as} \quad T \rightarrow \infty ,
\]

where \( \rightarrow_d \) means convergence in distribution. Thus, we are in a classical large-sample testing situation, and the conditions on \( u_t \) in (9) are far more general than normality, with a moment condition only of order 2 required.

### 3.2 A Semiparametric Estimation Method

Robinson’s (1995) Gaussian semiparametric method is basically a Whittle estimate in the frequency domain, considering a band of frequencies that degenerates to zero. The explicit form of the estimate \( \hat{d} \) is given in Robinson (1995), where it is shown that:

\[
\sqrt{m}(\hat{d} - d_0) \rightarrow_d N(0,1/4) \quad \text{as} \quad T \rightarrow \infty ,
\]

where \( m \) is the bandwidth parameter, \( d_0 \) is the true value of \( d \), and the only additional requirement is that \( m \rightarrow \infty \) more slowly than \( T \rightarrow \infty \).

### 4. Empirical Results on US External Sustainability

The data used in this study are quarterly, seasonally adjusted data for US exports of goods and services (\( X_t \)) and imports of goods and services plus unilateral transfers and net interest payments (\( MM_t \)) over the period 1960:Q1–2006:Q3. We also employ measures of real exports (\( \frac{X_t}{P_t} \)) and imports (\( \frac{MM_t}{P_t} \)) measured in billions of chained 2000 dollars. Finally, nominal and real values of GNP were used to create export/income and import/income ratios in nominal (\( X_t/Y_t, MM_t/Y_t \)) and real terms (\( X_t/Y_t P_t, MM_t/Y_t P_t \)). Using these data, the current account balance and the current account balance to income ratio in nominal and real terms are calculated. All data were taken from the US Department of Commerce, Bureau of Economic Analysis. All alternative proxies used in this paper have been used in the literature; for example, Husted (1992) expressed current account balance, exports, and imports in real and nominal terms.
Figure 1 displays plots of the eight series and we observe that all seem to be nonstationary, with values increasing across the sample. Figure 2 contains similar plots but based on the first differenced data. We see here that they may have in some cases a stationary appearance.
Figure 2. Plots of First Differenced Series

Denoting any of the series \( y_j \), we employ the model in (9) and (13) with \( z_t = (1, t)^T \) for \( t \geq 1 \) and \( z_t = (0, 0)^T \) otherwise. Thus, under the null hypothesis (12):
and we treat separately the cases $\beta_0 = \beta_1 = 0$ a priori, $\beta_0$ unknown and $\beta_1 = 0$ a priori, and both $\beta_0$ and $\beta_1$ unknown, i.e., we consider respectively the cases of no deterministic components in the undifferenced regression (17), an intercept, and an intercept and a linear time trend. We examine the test statistic for $d_o = 1$ (a unit root) and for $d_o$ between 0 and 2 in increments of 0.25, thus including a test for stationarity (when $d_o = 0.5$), for I(2) (when $d_o = 2$) as well as other fractionally integrated possibilities.

We first estimate the order of integration using traditional unit-root tests (i.e., the ADF of Dickey and Fuller, 1979, and the KPSS of Kwiatkowski et al., 1992) and cointegration tests (of Engle and Granger, 1987, and of Johansen, 1991). We do not report estimates but they are available upon request. The ADF and KPSS unit-root tests suggest that the original variables (imports and exports in nominal and real terms and as percentages of GNP) are nonstationary I(1) series. Furthermore, these tests suggest that the differences between exports and imports, i.e., the trade balance (as before, in nominal and real terms and as percentages of GNP) are again nonstationary I(1) series. We also test for cointegration between imports and exports using the procedure of Engle and Granger (1987). The results indicate that exports and imports series are not cointegrated, i.e., we cannot reject the null hypothesis of a unit root on the residuals of the estimated equation between exports and imports. When we apply Johansen’s maximum eigenvalue test and the trace test, we find some evidence of cointegration between exports and imports, but only when these variables are in nominal terms. However, there is no evidence of cointegration when these variables are in real terms or expressed as percentages of GNP.

The values reported in Table 1 are those values of $d_o$ that produce the lowest test statistic in absolute value across $d$ where $H_o$ cannot be rejected, which is an approximation to the maximum likelihood estimate. Separate panels display results based on white noise disturbances and on AR(1) disturbances. The 95% confidence intervals in parentheses are constructed by testing values of $d$ from a grid and retaining only those values for which we fail to reject the null at the 5% level.

Starting with the panel for white noise disturbances, we observe that though the orders of integration are higher for nominal values than for real ones, the unit-root null hypothesis is rejected in all cases in favor of higher orders of integration. Moreover, if the data are deflated by GNP, the values are still above 1, though close to the unit root for real series. This happens for the three cases of no deterministic terms, an intercept, and an intercept and a linear time trend. We see that for the first four series, these intervals oscillate between 1.27 (for real imports, $MM_i/P$, with no regressors) and 1.76 (for nominal exports, $X$, with a linear time trend), while for the remaining four series, the values range between 1.03 (for the real imports ratio, $MM_i/P$, with no regressors) and 1.63 (for the nominal exports ratio with an intercept). We also observe that for all series, the results are very similar for the cases of an intercept and of an intercept and a linear trend, suggesting that the time
trend might not be required when modeling these series. In fact, the coefficients associated to the time trend are not found to be significantly different from zero, while those corresponding to the intercept are significant in practically all cases.

Table 1. Estimates and 95% Confidence Intervals of $d$ with Robinson (1994) Tests

<table>
<thead>
<tr>
<th>Series</th>
<th>No Regressors</th>
<th>An Intercept</th>
<th>A Linear Time Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) White Noise Disturbances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_M$</td>
<td>1.45 (1.37, 1.57)</td>
<td>1.45 (1.36, 1.56)</td>
<td>1.45 (1.36, 1.57)</td>
</tr>
<tr>
<td>$X_t$</td>
<td>1.61 (1.50, 1.75)</td>
<td>1.62 (1.51, 1.75)</td>
<td>1.62 (1.51, 1.76)</td>
</tr>
<tr>
<td>$MM_t/P_t$</td>
<td>1.38 (1.27, 1.51)</td>
<td>1.39 (1.28, 1.53)</td>
<td>1.39 (1.28, 1.54)</td>
</tr>
<tr>
<td>$X_t/P_t$</td>
<td>1.41 (1.31, 1.53)</td>
<td>1.47 (1.36, 1.61)</td>
<td>1.47 (1.36, 1.61)</td>
</tr>
<tr>
<td>$MM_t/Y_t$</td>
<td>1.30 (1.21, 1.42)</td>
<td>1.30 (1.20, 1.42)</td>
<td>1.30 (1.20, 1.42)</td>
</tr>
<tr>
<td>$X_t/Y_t$</td>
<td>1.44 (1.35, 1.57)</td>
<td>1.49 (1.39, 1.63)</td>
<td>1.49 (1.39, 1.63)</td>
</tr>
<tr>
<td>$MM_t/Y_tP_t$</td>
<td>1.13 (1.03, 1.26)</td>
<td>1.19 (1.07, 1.34)</td>
<td>1.19 (1.07, 1.34)</td>
</tr>
<tr>
<td>$X_t/Y_tP_t$</td>
<td>1.15 (1.05, 1.25)</td>
<td>1.23 (1.14, 1.34)</td>
<td>1.23 (1.14, 1.34)</td>
</tr>
<tr>
<td>(ii) AR(1) Disturbances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_M$</td>
<td>0.58 (0.42, 0.65)</td>
<td>0.59 (0.40, 0.65)</td>
<td>0.59 (0.41, 0.65)</td>
</tr>
<tr>
<td>$X_t$</td>
<td>1.56 (1.42, 1.65)</td>
<td>1.55 (1.42, 1.63)</td>
<td>1.56 (1.42, 1.65)</td>
</tr>
<tr>
<td>$MM_t/P_t$</td>
<td>0.89 (0.68, 1.06)</td>
<td>0.86 (0.61, 0.98)</td>
<td>0.85 (0.67, 0.97)</td>
</tr>
<tr>
<td>$X_t/P_t$</td>
<td>1.61 (1.40, 1.68)</td>
<td>1.59 (1.44, 1.68)</td>
<td>1.61 (1.41, 1.72)</td>
</tr>
<tr>
<td>$MM_t/Y_t$</td>
<td>0.60 (0.48, 0.74)</td>
<td>0.64 (0.45, 0.75)</td>
<td>0.64 (0.45, 0.75)</td>
</tr>
<tr>
<td>$X_t/Y_t$</td>
<td>1.15 (1.06, 1.36)</td>
<td>1.16 (1.06, 1.36)</td>
<td>1.17 (1.05, 1.37)</td>
</tr>
<tr>
<td>$MM_t/Y_tP_t$</td>
<td>0.72 (0.61, 0.81)</td>
<td>0.69 (0.60, 0.77)</td>
<td>0.68 (0.60, 0.77)</td>
</tr>
<tr>
<td>$X_t/Y_tP_t$</td>
<td>1.46 (1.33, 1.68)</td>
<td>1.44 (1.35, 1.69)</td>
<td>1.45 (1.38, 1.71)</td>
</tr>
<tr>
<td>$MM_t/P_t$</td>
<td>0.36 (0.28, 0.43)</td>
<td>0.39 (0.33, 0.44)</td>
<td>0.37 (0.32, 0.44)</td>
</tr>
<tr>
<td>$X_t/P_t$</td>
<td>1.14 (0.96, 1.31)</td>
<td>1.14 (0.96, 1.30)</td>
<td>1.14 (0.97, 1.30)</td>
</tr>
<tr>
<td>$MM_t/Y_t$</td>
<td>0.64 (0.61, 0.73)</td>
<td>0.61 (0.51, 0.70)</td>
<td>0.65 (0.54, 0.75)</td>
</tr>
<tr>
<td>$X_t/Y_t$</td>
<td>1.48 (1.34, 1.58)</td>
<td>1.44 (1.36, 1.60)</td>
<td>1.45 (1.38, 1.61)</td>
</tr>
<tr>
<td>$MM_t/Y_tP_t$</td>
<td>0.44 (0.28, 0.52)</td>
<td>0.43 (0.27, 0.50)</td>
<td>0.32 (0.22, 0.38)</td>
</tr>
<tr>
<td>$X_t/Y_tP_t$</td>
<td>1.23 (1.15, 1.46)</td>
<td>1.26 (1.13, 1.48)</td>
<td>1.26 (1.17, 1.49)</td>
</tr>
<tr>
<td>$MM_t/P_t$</td>
<td>0.04 (−0.17, 0.09)</td>
<td>0.03 (−0.02, 0.10)</td>
<td>0.06 (−0.02, 0.12)</td>
</tr>
<tr>
<td>$X_t/P_t$</td>
<td>1.39 (1.19, 1.62)</td>
<td>1.40 (1.19, 1.63)</td>
<td>1.55 (1.22, 1.68)</td>
</tr>
</tbody>
</table>

Notes: Point estimates are values of $d$ producing the lowest test statistics in absolute value; 95% confidence intervals are in parentheses.

The significance of the above results, however, might be largely due to the unaccounted for I(0) autocorrelation in $u_t$. Thus, we also fit other models, taking into account a weakly autocorrelated structure on the disturbances. We impose AR processes, and the results show a lack of monotonicity in the value of the test statistic with respect to $d$. Such monotonicity is characteristic of any reasonable statistic given correct specification and adequate sample size. The test statistic is one-sided. Thus, for example, we should expect that if $H_0$ is rejected with $d_o = 0.5$ against alternatives of the form $d > d_o$, an even more significant result in this
direction should be expected when $d_o = 0.4$ or $0.3$ is tested. The lack of
monotonicity could be explained in terms of model misspecification as is argued, for
example, in Gil-Alana and Robinson (1997). However, it may also be due to the fact
that the AR coefficients are Yule-Walker estimates and thus, though they are smaller
than 1 in absolute value, they can be arbitrarily close to 1. A problem then may
occur in that they may be capturing the order of integration by means, for example,
of a coefficient of 0.99 in the case of AR(1) disturbances. The lower panel in Table
1 displays the estimates and confidence intervals for the AR(1) case. We observe
two different types of estimates of $d$ where monotonicity is achieved. These
intervals are either strictly smaller than 1 or substantially greater, especially for the
un-deflated series. For the deflated series, the values of $d_o$ that produce the lowest
statistic range between 0.03 and 0.65 and between 1.14 and 1.55. A careful
inspection at these results shows that in the former case, the AR coefficients exceed
0.99 in all cases, implying that they are competing with the orders of integration in
describing the nonstationarity. Note that this is a well-known problem in
econometrics. Thus, for example, standard techniques used for testing unit roots
(e.g., Dickey and Fuller, 1979; Phillips and Perron, 1988) have very low power in
the context of AR alternatives which are close to the unit root, and the same
situation occurs if the alternatives are of a fractional form (Diebold and Rudebusch,
1991; Hassler and Wolters, 1994; Lee and Schmidt, 1996). Other less conventional
forms of I(0) autocorrelation (like the exponential spectral model in Bloomfield,
1973) are also performed on the series, and the results are completely in line with
the nonstationary models, finding values of $d$ greater than 1 for the un-deflated
series and around 1 for the deflated series.

In order to verify that the series are truly nonstationary, we also perform the
semiparametric procedure described in Section 3.2. The analysis is carried out based
on the first differenced data, adding then 1 to the estimated values of $d$ to obtain the
proper orders of integration of the series. The upper panel in Figure 3 displays
estimates of $d$ for the un-deflated series while the lower part displays the estimates
for the deflated series, and in both cases we report the results for the whole range of
values of the bandwidth $m$. We also include in the figure the 95% confidence
intervals corresponding to the unit root.

Starting with the un-deflated series, we observe that, except for the initial
values of the bandwidth, practically all the estimates are above the I(1) interval,
which is in line with the results reported in the upper panel of Table 1 and also with
the second set of intervals in the lower panel. If we concentrate on the deflated series,
we also observe that most of the values are above 1, and only for the real import
series we obtain values within the I(1) interval.

Next we investigate whether the current account deficits are sustainable or not.
One possibility here is to perform the analysis in a similar way as in Engle and
Granger (1987) but using fractional models. That is, we can calculate the OLS
regressions of exports on imports (or vice versa) and use Robinson (1994) tests to
determine the degree of integration in the estimated residuals from the cointegrating
regression. However, two problems arise here. First, the cointegration framework, at
least in its bivariate context, requires both individual series to have the same order of integration, and we have seen using fractional models that different orders of integration may occur, especially for the deflated data. Another problem appears in that the residuals used are not actually observed but obtained from minimizing the residual variance of the cointegrating regression. Then, in finite samples, the residual series might be biased towards stationarity. As a result, we expect the null to be rejected more often than is suggested by the normal size of Robinson (1994) tests, and the empirical size of these tests should rely on Monte Carlo simulation experiments (Gil-Alana, 2003). In this respect, we prefer to work with observed data and test the order of integration of the differences between exports and imports. In other words, we test the order of integration, imposing a given cointegrating vector \((1, -1)\). Thus, if \(d < 1\) in the deflated values, for example, we obtain evidence of cointegration, implying that a long-run equilibrium relationship exists between the two variables.

**Figure 3. Estimates of \(d\) Based on the Whittle Estimate of Robinson (1995)**

Notes: The horizontal axis reflects the bandwidth \(m\) while the vertical axis corresponds to estimated values of \(d\). The broken lines are 95% confidence intervals of the unit root (I(1)) hypothesis.
Table 2 reports the confidence intervals for the same test statistic as in Table 1 but based on the current account. The results here are much more conclusive than in Table 1. Starting with the case of white noise disturbances, the differenced series $X_t^c$ and $(X_t^c - MM_t^c)/P_t$ are once more greater than 1, ranging between 1.03 and 1.17. Lower values are obtained for the deflated series, $(X_t^c - MM_t^c)/Y_t$ and $(X_t^c - MM_t^c)/YP_t$, and unit roots cannot be rejected for either series. If the disturbances are AR(1), we are faced with the same problem as before, and two sets of intervals are obtained. In one, all values of $d$ are in the stationary region, while the other is the nonstationary case with values of $d$ about 1 or slightly greater.

### Table 2. Estimates and 95% Confidence Intervals of $d$ with Robinson (1994) Tests

#### (i) White Noise Disturbances

<table>
<thead>
<tr>
<th>Series</th>
<th>No Regressors</th>
<th>An Intercept</th>
<th>A Linear Time Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_t - MM_t^c$</td>
<td>1.11 (1.06, 1.17)</td>
<td>1.11 (1.06, 1.16)</td>
<td>1.11 (1.06, 1.17)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/P_t$</td>
<td>1.07 (1.03, 1.14)</td>
<td>1.07 (1.03, 1.15)</td>
<td>1.07 (1.03, 1.15)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/Y_t$</td>
<td>1.06 (0.99, 1.13)</td>
<td>1.06 (0.99, 1.13)</td>
<td>1.06 (0.99, 1.13)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>1.01 (0.93, 1.11)</td>
<td>1.01 (0.93, 1.10)</td>
<td>1.00 (0.93, 1.10)</td>
</tr>
</tbody>
</table>

#### (ii) AR(1) Disturbances

<table>
<thead>
<tr>
<th>Series</th>
<th>No Regressors</th>
<th>An Intercept</th>
<th>A Linear Time Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_t - MM_t^c$</td>
<td>0.14 (0.09, 0.21)</td>
<td>0.35 (0.21, 0.42)</td>
<td>0.37 (0.33, 0.46)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/P_t$</td>
<td>1.29 (1.19, 1.40)</td>
<td>1.15 (0.94, 1.38)</td>
<td>1.17 (0.97, 1.40)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/Y_t$</td>
<td>0.07 (0.08, 0.20)</td>
<td>0.09 (0.07, 0.26)</td>
<td>0.11 (0.06, 0.28)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>1.18 (1.07, 1.33)</td>
<td>1.12 (0.87, 1.37)</td>
<td>1.13 (0.89, 1.36)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>0.21 (0.03, 0.36)</td>
<td>0.20 (0.06, 0.38)</td>
<td>0.19 (0.04, 0.40)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>1.20 (1.09, 1.33)</td>
<td>1.16 (0.96, 1.37)</td>
<td>1.15 (1.01, 1.41)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>0.20 (0.12, 0.36)</td>
<td>0.18 (0.11, 0.34)</td>
<td>0.17 (0.11, 0.34)</td>
</tr>
<tr>
<td>$(X_t - MM_t^c)/YP_t$</td>
<td>1.02 (0.92, 1.23)</td>
<td>1.01 (0.95, 1.28)</td>
<td>1.01 (0.95, 1.34)</td>
</tr>
</tbody>
</table>

Notes: Point estimates are values of $d$ producing the lowest test statistics in absolute value; 95% confidence intervals are in parentheses.

Figure 4 plots estimates of $d$ based on the Whittle semiparametric approach for the four differenced series. We see that for small bandwidths, the four series are within the I(1) interval. However, for larger bandwidths, all series but $(X_t - MM_t^c)/YP_t$ are above the interval. In general, results presented in this section suggest that there is no evidence of cointegration of any degree in these series.

5. Potential Presence of a Structural Break

In this section we are concerned with the effect that a potential break in the data may have had on our results. The behavior of some variables, such as the exchange rate policy changes that occurred during the sample interval, may have changed the import-export relationship analyzed above. The implication of structural changes in unit-root tests has attracted the attention of many authors. Thus, Perron (1989) found that the 1929 crash and the 1973 oil crisis were a cause of non-rejection of unit roots
in many macroeconomic series. This question has also been specifically studied by Bai and Perron (1998) and other authors, some of them arguing that the date of the break should be endogenous. The relation between structural change and fractional integration is a topic that has been recently investigated (e.g., Granger and Hyung, 1999; Bos et al., 1999, 2002; Diebold and Inoue, 2001).

**Figure 4. Estimates of $d$ Based on the Whittle Estimate of Robinson (1995)**

Notes: The horizontal axis reflects the bandwidth $m$ while the vertical axis corresponds to estimated values of $d$. The broken lines are 95% confidence intervals of the unit root ($I(1)$) hypothesis.

We look at the possibility of structural breaks by including dummy variables in the regression model in (13). An advantage of this procedure is that the limit distribution of the test statistic is unaffected by the inclusion of the breaks. A drawback is that we have to specify a priori the time and the type of the break. In Figure 5 we observe, after a 20-year period with no major oscillation in the US current account deficit, two important increases in this variable, occurring in the mid-1980s and 1990s. From 1980 to 1986, the current account deficit increased from 0 to 3.5% of GNP in 1987 and after rising to be roughly in balance in 1991, it returned to a deficit, reaching a record deficit of 4.8% of GNP in 2003. Based on this graphical analysis, we try two different time breaks.

We follow Husted (1992) and choose 1983:Q4 as the breakpoint corresponding to the first important current account balance decline in the 1980s. After analyzing different break points around 1983, he chose this point since it yielded the regression with the smallest mean square error. As we can see in Figure 5, all proxies of the current account behavior (i.e., $X-MM$ , $(X-MM)/P$ , $(X-MM)/Y$ , and $(X-MM)/YP$) are relatively close to zero from 1960:Q1 to 1983:Q4. There are primarily two interrelated factors responsible for most of the decline in the current-account balance around 1983 and 1991. One is the relatively rapid growth of income in the US compared with that in other major industrialized countries after the global recession in 1982, when US GNP started to grow at a rate of 7%. Moreover, after the recession in 1991, the average annual growth rate of real GNP in the US was 3.7%, while over the same period, the annual growth rates in the European Union, Japan, and Germany were 2.2, 1.2, and 1.5%, respectively. Consequently, US imports rose much more strongly than US exports during these periods. Another
important factor which directly affects trade flows is the dollar exchange rate. The declines in the current-account balance in the mid-1980s and 1991 were accompanied by an appreciation of the real exchange rate. In fact, between 1981 and 1985, the exchange rate appreciated 50% against the currencies of the major US trading partners, while it appreciated around 25% from 1991 through 2001.

Figure 5. Plots of the Current Account Deficit

Table 3 presents for the four differenced series the values of $d$ that produce the lowest statistics for the subperiods 1960:Q1–1990:Q4 and 1991:Q1–2006:Q3 and the subperiods 1960:Q1–1983:Q3 and 1983:Q4–2006:Q3; that is, we separate samples according to the two proposed break dates.

Looking at the results for a break at 1991:Q1, we observe that the values are systematically smaller during the second subperiod, and, though not reported, the unit-root null hypothesis is almost never rejected in the two subperiods. However, a very different picture is obtained for a break at 1983:Q4. Here, the values are systematically higher for the second subperiod, and this happens for the three types of regressors and also for both white noise and autocorrelated disturbances.

Figure 6 displays estimates of $d$ based on the semiparametric procedure. The results are consistent with those in Table 3. Splitting the sample at 1991 produces results that are, in most cases, within the I(1) interval, especially during the second subperiod. However, if the break is assumed at 1983:Q4, we observe evidence of mean reversion (values of $d$ below the I(1) interval) in the first subperiod for $(X_t - MM_t)/Y_t$, and values of $d$ within the I(1) interval for the remaining series. However, most series are above the unit-root confidence bands in the second subperiod.
Table 3. Lowest Statistics for Each Subperiod Using Robinson (1994) Tests

(i) White Noise Disturbances

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_i - MM_i$</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>0.96</td>
</tr>
<tr>
<td>$(X_i - MM_i)/P_i$</td>
<td>1.11</td>
<td>1.10</td>
<td>1.10</td>
<td>0.90</td>
</tr>
<tr>
<td>$(X_i - MM_i)/Y_i$</td>
<td>1.12</td>
<td>1.12</td>
<td>1.12</td>
<td>0.87</td>
</tr>
<tr>
<td>$(X_i - MM_i)/YP_i$</td>
<td>1.06</td>
<td>1.03</td>
<td>1.03</td>
<td>0.83</td>
</tr>
</tbody>
</table>

(ii) AR(1) Disturbances

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_i - MM_i$</td>
<td>1.23</td>
<td>1.22</td>
<td>1.22</td>
<td>1.08</td>
</tr>
<tr>
<td>$(X_i - MM_i)/P_i$</td>
<td>1.13</td>
<td>1.11</td>
<td>1.11</td>
<td>1.01</td>
</tr>
<tr>
<td>$(X_i - MM_i)/Y_i$</td>
<td>1.18</td>
<td>1.17</td>
<td>1.17</td>
<td>0.99</td>
</tr>
<tr>
<td>$(X_i - MM_i)/YP_i$</td>
<td>1.07</td>
<td>1.02</td>
<td>1.02</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Notes: NR means no regressors, I means an intercept, and LT means a linear time trend.

Figure 6. Estimates of $d$ Based on the Whittle estimate of Robinson (1995)

Notes: The horizontal axis reflects the bandwidth $m$ while the vertical axis corresponds to estimated values of $d$. The broken lines are 95% confidence intervals of the unit root (I(1)) hypothesis.

In the light of this, we assume the break occurs at 1983:Q4 and perform once more the tests of Robinson (1994) but this time using the regression model:
\[ y_t = \beta_0 + \beta_1 D_{1,t} + \beta_2 D_{2,t} + x_t, \quad t = 1, 2, \ldots, \]

and (9), where \( D_{1,t} = I(t > T_s) \) (representing a mean shift) and \( D_{2,t} = I(t > T_s) \) (representing a slope shift), with \( I() \) the indicator function and \( T_s = 1983:Q4 \). We examine separately the case of an intercept and a shift dummy (i.e., \( \beta_1 = 0 \) a priori), an intercept and a slope dummy (i.e., \( \beta_1 = 0 \) a priori), and a combination of both (\( \beta_1 \) and \( \beta_2 \) unknown) for the two cases of white noise and AR(1) disturbances.

### Table 4. Estimates and 95% Confidence Intervals of \( d \) with Robinson (1994) Tests

<table>
<thead>
<tr>
<th></th>
<th>Intercept and Shift</th>
<th>Intercept and Slope</th>
<th>Intercept, Shift, and Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) White Noise Disturbances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( X_t - MM _X )</td>
<td>1.11 (1.06, 1.18)</td>
<td>1.01 (0.95, 1.09)</td>
<td>1.01 (0.94, 1.08)</td>
</tr>
<tr>
<td>( (X_t - MM) _Y / P )</td>
<td>1.07 (1.01, 1.15)</td>
<td>0.99 (0.92, 1.09)</td>
<td>0.99 (0.93, 1.09)</td>
</tr>
<tr>
<td>( (X_t - MM) _Y )</td>
<td>1.06 (0.99, 1.13)</td>
<td>0.98 (0.91, 1.07)</td>
<td>0.98 (0.91, 1.08)</td>
</tr>
<tr>
<td>( (X_t - MM) _Y / P )</td>
<td>1.00 (0.93, 1.10)</td>
<td>0.98 (0.90, 1.08)</td>
<td>0.97 (0.90, 1.10)</td>
</tr>
<tr>
<td>(ii) AR(1) Disturbances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( X_t - MM _X )</td>
<td>0.06 (0.01, 0.21)</td>
<td>0.09 (0.03, 0.18)</td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.975</td>
<td>0.944</td>
<td></td>
</tr>
<tr>
<td>( (X_t - MM) _Y / P )</td>
<td>0.02 (0.01, 0.21)</td>
<td>0.09 (0.07, 0.14)</td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.975</td>
<td>0.936</td>
<td></td>
</tr>
<tr>
<td>( (X_t - MM) _Y )</td>
<td>0.06 (0.02, 0.19)</td>
<td>0.03 (0.14, 0.12)</td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.969</td>
<td>0.953</td>
<td></td>
</tr>
<tr>
<td>( (X_t - MM) _Y / P )</td>
<td>0.07 (0.01, 0.19)</td>
<td>0.05 (0.09, 0.15)</td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.958</td>
<td>0.951</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Point estimates are values of \( d \) producing the lowest test statistics in absolute value; 95\% confidence intervals are in parentheses. Results in bold are cases where the dummy variables are significant at the 5\% level.

We observe in Table 4 that if the disturbances are white noise, the unit-root null hypothesis is rejected for the un-deflated series (i.e., \( X_t - MM \_X \) and \( (X_t - MM) \_Y / P \) ) in the case of a shift dummy. However, for the deflated series with a shift dummy and for all series in the other two cases, the unit root cannot be rejected. If we assume an AR(1) structure for the disturbances, (which seems to be much more realistic), the first thing we note is that for the cases of an intercept and a shift dummy and of an intercept and a slope dummy, monotonicity is achieved across the whole region of values of \( d \), unlike what happened in all previous specifications, also based on AR(1) disturbances \( u_t \). We see that the values of \( d \) where \( H_u \) cannot be rejected are in all series smaller than 0.5, thus implying stationarity and mean-reverting behavior. The lowest statistics are obtained at values of \( d \) ranging between 0.01 (for \( (X_t - MM) \_Y / P \) with a shift dummy) and 0.10 (for \( X_t - MM \_X \) with a slope dummy), and, though in all cases the AR coefficients are still very close to 1 (ranging between 0.936 and 0.975), they are smaller than in the previous tables. We finally observe that the coefficients for the dummies associated with the lowest statistics are significant in the case of the shift dummy for the \( X_t - MM \_X \) and
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$$(X_t - MM_t)/Y_t$$ series and of the slope dummy for the real series $$(X_t - MM_t)/P_t$$ and $$(X_t - MM_t)/Y_tP_t$$. Thus, we conclude that some evidence of sustainability is obtained when a break at 1983 is taken into account.

6. Concluding Comments

Current account sustainability has been tested by many authors and for many countries. However, in spite of the huge literature on this topic, we are still far from a consensus about its behavior. Most of the work in this area has been conducted through the use of classic techniques, testing the existence of unit roots and/or cointegration in the context of AR processes and integer orders of differentiation.

In this article we examine the stochastic behavior of US exports and imports by means of fractional integration. We employ both parametric and semiparametric methods. The results show that the orders of integration of the series are above 1, especially for un-deflated series. We also examine the US current account deficit by looking at the order of integration of the differences between exports and imports and, though the values of $d$ are slightly smaller than those of the individual series, the unit-root model cannot statistically be rejected for the deflated series, suggesting no evidence of fractional cointegration. The fact that the current account deficits are nonstationary I$(d)$ with $d \geq 1$ implies that there is no mean reversion, and shocks affecting the series will persist forever. According to the external sustainability model, this implies that current account deficits are not sustainable and could grow without limit. However, a graphical inspection of the US current account balance shows that after a 20-year period of no major movements (1960–1980), the current account deficit suffered two substantial increases in the 1980s and 1990s, which suggests that the import-export relationship may have suffered structural breaks during the period analyzed.

We also consider the possibility of structural breaks at 1983:Q4 and 1991:Q1. The results strongly support the existence of a break at 1983. Including dummy variables in the regression model in Robinson (1994) to take into account this break, the results indicate that the differenced series are stationary, implying that the current accounts are sustainable though with a component of long-memory behavior. The fact that there is a long-run relationship between exports and imports, which shifted in 1983, and thus that the US current account deficit is sustainable, is consistent with the conclusions of Husted (1992), though it contrasts with other studies such as Fountas and Wu (1999), who find evidence against the sustainability of the US current account deficit over the period 1967:Q1–1994:Q4.
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